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1 Introduction

This document is the final technical report for the Boeing Composite Routing program as part of the Naval
Battleforce Network (NBN) program, a subset of the ONR Knowledge Superiority and Assurance (KSA) Future

;';‘:\”4’ Capability (FNC) program. Figure 1-1 summarizes the program schedule and recent program deliverables for
s contract.

May 03 Sep 03
Apr 02 Oct 02 ITP DP ID FDP FD
° — e s e e . '____., ,_! ' ' v4;
-——> & > e — - P
Reqts.  Simulation Implementation [Integration/Test Expt./Demo.
¢ —
Technology transition

Key:

ITP: Integration and Test Plan (not CDRI.) February 2003
DP: Draft Demonstration Plan (not CDRL) April 2003

ID: Interim Demonstration (not CDRL.) 15 May 2003
FDP: Final Demonstration Plan (CDRL) 30 July 2003

FD: Final Demonstration (CDRL) 18 September 2003

Figure | 1. Kev recent program milestones for Boeing Composite Routing

This document supplements the three previous technical reports and the software deliverables submitied under this
contract 1 4!} :

o Naval Banieforce Networking Requirements Report:

e Protoco! Frvaluation Report.

e [ ma} Demonstration Plan: and

e  Rouung Protocol Source Code and Documentation.

In particular, this document deseribes the software implementation of a modificd OSPFv2 [$] routing daemon for
Linus. the lahoratory testing results of theprototype implementation, and the results of the final program
demonstration i San Diego on September I8, 2003,

I he remainder of this document i organized as follows:
o Scontion 2 hists applicable reference documents;
e Secton Y summanizes program deliverables:
e Section 4 provides an overview of the sofiware implementation;
o Scction § describes test and measuremnent techniques, including performance metrics and descriptions of
hardware and software to be used for vahidation testing:
Seion 6 hsts spes 1fic fests to whichk the Boeng implementation was subjected:
e Finally. Section 7 briefly mentions platform integranon issues. which will he discussed more fully in the
demonstration plan
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2 Applicable documents

{1] “Naval Battleforce Networking Requirements Report,” Boeing NBN CDRL-A002, submitied te Jerry
Ferguson (SPAWAR/ONR), May 27, 2002.

{2] “Protocol Fvaluation Report,” Bocing NBN CDRL-A004, submitted to Jerry Ferguson (SPAWAR ONR),
October 31, 2002

{3} “T'inal Demonstiation Plan,” Boeing NBN CDRI.-A005, submitted to Jerry Ferguson (SPAWAR'ONR). July
27,2603,

{4] “Routing Protocol Source Code and Documentation,™ Bocing NBN CDRL-A008, submitted to Jerry
Ferguson. September 30, 2003

{5} “OSPT Version 2, Intemet Fngincering Task Force (IETF). Request for Comments: 2328, April 1998.

{6] Warner, C. et al., “Concept of Operations (CONOPS) and Architecture for the Bantleforce Composite
Network Project,” SPAWAR Systems Center, August 30, 2002,

{71 Henderson, T. et al.. “A Wireless Interface Type for OSPF," Proceedings of IEEE MILCOM 2003
Conference. Boston. MA, October 2003
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3 Summary of program deliverables

Table 3-1 lists the data items that have been delivered under this contract, including those that were not officially
a contractural deliverable (CDRI).

Date Item QBE_L___

27 May 2002 Requirements Report A002 |
. June 2002 Protocol Simulation Plan No
: June 2002 QuaiNetOPNET Evaluation Report No
_31 Octeber 2002 Protocol Evaluation Report A0G4 _ |
_ February 2003 Draft Integration and Test Plan - No .
_April 2003 Draft Demonstration Plan No
_15May 2003 Interim Demonstration No

31 May 2003 Interim Demonstration Report - i Ne

17 Junc 2003 Integration and Test Plan No
17 June 2003 Internet-Draft specification of Wireless OSPF No
17 June 2003 Internet-Draft specification of DSCE-based OSPF No
“17June2003 T Internet Draft specification of DSCP-based MOSPF No
_27July2003 |  Final Demonstration Plan A00S |
_18 Sept. 2003 Final Dermonstration No
_26Sept. 2003 | Reuting Protocol Source Code and Documentation A006 |

26 Sept. 2003 (Draft) i'inal Technical Report No
21 Novembher 2003 | Final Technical Report A007
_Various | __Presentation materials . AdOY
Nariows _{_ Quarterly financial reports A3

November 21 2003

Table 3-1 Summary of Boeing Composite Routing deliverables
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4  Overview of implementation

4.1 General

The OSPIv2 Internet routing protocol is cwrently used in afloat Naval networks (the Automated Digital Network
System. or ADNS). 1 he OSPFv2 software developed for the NBN Composite Routing program contains the
fe?igwing exiensions not found in commercial implementations, as agreed upon at the 7 November 2002 program
review:

s Development of a wireless interface type for OSPFv2. As detailed in Reference 2, OSPFv2 performs
poorly in & broadcast, wireless, single- or multi-hop environment. The Boeing sofiware shall enable more
cfficient operation (bandwidth utilization) over wircless networks without significantly reducing the
successful routing of packets.

*  Quality-of-Service-based routing through DSCP-based link metrics. The Cempestee Networking
program managed by Dr. Chifford Warner of the SPAWAR Systems Center is developing a Next-
Generation C2P that enables range extension over the Navy ADNS by using differentiated services
codepoints {DSCP) to mark waffic. In the current OSPFv2 networks, special handling of DSCP-marked
packets can only be accomplished through static configuration of router schedulers. By enabling DSCP-
based hink metrics for OSPEv2, DSCP-specific routes through the network can be constructed by the
fouting protocol

The implementation is haseé on modificatons to the OSPFv2 reference implementation maintained by the
OSPE2 author, John Moy."! The software, called ospf d. is an open-source software impiementation covered
under the GNU General Public License (GPL). It supports both unicast and multicast (MOSPF) protocol operation
The software is writicn in C+ - and can operate as a user-space process using standardized kerne! APIs.

The hardware platforms used for the demonstrations were Intel-based rack mount systems, ATX-chassis
computers. and laptops. and ARM-based PDAs. all running Linux kemnels in the 2.4 scries. The computers used
Ethernet, senial {RS422), and wireless LAN (R02.11b} interfaces. Routers had an SNMP agent visible from standard
SNAMP momtonng toals

4.2  Reqoirements

The foliowing subsections summanize the program reqmrems{ We have met all program requirements
egarding implemeniation. integrativn, and testing. except those ok?sfsatcd by the selection of OSPE+2 extensions as
the routing protocol to be developed under this contract.

4.2.1  Implementation requirements

i he fellowing implementation requirements are copied from {1}
-R 1. The implementanon shall be based on Linux 2.4 kemel.

£-R2 the smplementation shull be written to operate as a user-space pracess. using standardized kernel
APl as much as possible

i-RY  The mmplementation shall be wntten in the ANSI standard € or '+ - programming languape,
compiiable by the Gau C compsler (pec) version 2.96 or greater,

-R4. The implementation shall be compatble with Frhemet {10BaseT and 100BaseT) interfaces

I-R5 The mplementation shall be compatble with a serial interface {(R8422).

I-R6  I'he implementation <hall include an object that can be managed according to the Simple Network
Management Protocel verton 7 (SNMP) Network Management Framework

LR The implementation shall log errom or unusual events to a system Jog file.

I-R%  The contractor shall prepare a “User's Guide” for the implementation. including how to configure
and exe e the impementation vis 3 command-bae interface and text configuration file. as well as
configuration for system start up

bn wuw ospforg
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I-R9  The source code shall be delivered on CD-ROM media.
I-R10. The source code shall be coded and documented according to contractor’s best current practiccs.
4.2.2  System integration and testing requirements

The following system integration and festing requirements are copied from [1]:

S-RI. The contractor shall install the implementation into a standard 1 or 2 rack-unit server including
10-100BaseT and serial PCI interface cards.

S-R2. The contractor shall install the implemenitation into standard mid-tower, ATX-bascd chassis should an
insufficient number of rack-mountable servers be available for demonstration.

S-R3. The contractor shall test the correct operation of the serial and Ethernct interfaces.

S-R4. The implementation shall interoperate with routers based on OSPFv2 routing protocol via route
summanization. (Note: This requirement has been overcome by the decision to devclop OSPFv2
extensions rather than a separate protocol. Therefore, there is no requirement to interwork via route
summarization; interworking occurs through normal OSPFv2 mechanisms.)

S-RS. The implementation shall interwork with available Linux traffic control software that supports prioritized
handling of traffic based on quality-of-service markings in the packet header.

S-R6  The implementation shall be able to simultaneously coexist with OSPFv2 routing processes operating on
other interfaces. (Note: This requirement has been overcome by the decision to Jevelop OSPFv2
estensions rather than s separate protocol. Therefore, there is no requirement to support multiple
routing processes— a single OSPFv2 routing process shall support all interfaces.)

S-R7. The contractor shall develop a test-suite 10 test the comect operation of the implementation. This test
sutte shal! include link impairments designed to test the cperation of the routing protocol.

S-RR. The contractor srall test the ahility for & standard SNMPv2-based element manager to manage the
mplementaton.

$-R9 The contracter shall define and conduct tests that ensure that the implementation 1s prepared for system-
level experiments and demonstrations.

4.3  Software architecture

Running the user-space routing daemon, cspfd. tums a Linux machinc into an OSPF rcuter that communicates
with the hermel 1o manipulate routing tables and send and receive packets with other OSPF routers. The
implementation requires changes to 2llow for the new wireless interface type and for performing QOS-based
routing Bigure 4-1 depicts the flow of data through the application. Numbers indicate points where the codc has
been modified for the NBN Composite Routing program to support DSCP-based metrics, :

I'he Linux daemon interacts with the operating system kemnel in several ways. The cade for these standard Linux
system calls has been modulanzed into a separate library, to ease portability o other platforms. For sending and
receiving OSPI packets. the sendmsg (), sendto (), select (), recvérom(},and recvmsqg () calls arc
used with raw IP sockets. “Nethink™ sockets handle the adding and deleting of routes in the kemel routing table and
fecaving nterface information e signal (), sigaddset (), and set it imer () kerne! signaling functions
manage timing events and shutdown Logging is performed with the syslog () facility. The routing dacmon is
configured with a plantext configuration file /et c/cspfd. cont: this file is pansed on startup using 2 TCL script

4.3.1  Changes to support DSCP-enabled routiag

Here 10 a brief overview of the modifications highlighted in Figure 3-1. We modificd the configuration script (1)
<o that, within the configuration file, DSCP type metrics can be specificd for each mterface. The representation of
the OSPF interface has an associated metnic, which has been entarged (2) to an array of mctrics, one for cach
possiate DSCP codepoint. When | SAs arc onginated by an interface (3), the appropriate DSCP link metrics are
included when available Each hink (hetween two routers) is represented by a hink object i the OSPE hink-state
database. we mocified this dats structure so that the cost of & link is an array that can store any type of cost indexed
by DSCP codepomt (4} When incoming 1.SAs are parsed ¢5). the DSCP metricy are stored 1 the hnk ohject. The

November 21 2003 Page S of 4% The Rocing Company




routing calculation (6) is repeated for every DSCP type that has been encourn: :red in the link-state database. Routes
are stored in a routing table (7) based on their DSCP type. When calculating a route to & destination for a specific
DSCP codepoint. and an end-to-end path using only DSCP-enabled metrics for that codepoaint does pot exist, a path
wil} be constructed, if possibic, based on all avaiiable type 0 {normal} links and metrics. Finally, unicast routes
added 10 or deleted from the kernel (8) now carry a DSCP codepoint, and the kerne! checks for a route based on the
DSCP codepoint, selecting the tvpe 0 route if no DSCP route is available.

Multicast routir.g in the Linux kemel is implemented via a multicast cache which presently does not suppon
DSCP values 1n the same way as the unicast routing. However, we can still sccomplish multicast routing based on
DSCP codepoints without kernel madification, if we sssume that all traffic to a particular multicast group carries
the same DSCP codepoint. This is sccomplished without kemnel modification by having the MOSPE process
examine the data packet for 2 DSCP codepoint and by then using the DSCP routing information. if avatlable. The
resultant multicast route instalied in the kernel will be used by every multicast packet to that group, regardiess of its
D5CP codepomnt

g e i e ey

o Tong Prruvng

oy
gaﬂulj " Rt O3
;  Cone

-

Figure 4.1 Software archuecture for OSPFv2 daemon with DSCP modifications

The 1w kel can make souting decisions based on the second octet of the [P header. In standard Linus
kernels. thas field is treated as the TOS value (defined by REC 1349), which means that only three bits are used,
allowing only erght possible values to differentiate routes. We use 8 patch for the kernel so this ficld s treated av 2
DNCP codepomt (defined by REC 24725 allowng full six bitvor 64 poasible DSCP values. The patch work< by
tedefimng the mask that 1s apphed to the second octet when the value s extracted from the IP header.

432 Implementation changes to support wireless interface type

We modified the configuration senpt (1) so that within the configuration file, wircless OSPF interface parameten
could be spesified. such as the wircless hetle interval and flooding wnterval (LSF intervaly, In (2} 8 new interface
wits added for witeless OSPE. The intertace 1» 8 hybrid version of the broadcast and pomt-to-multspomt interfaces,
I he necd for adjacencies (3) is eliminated because we arc using unrehable flooding. s datahase synchromization is
o Jonge- performed  Additional umers (4) have been added for the wircless hello interval ES1 interval, and
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vanous associated expiration times are monitored. The origination of new LSAs (5) has been changed to occur on a
periodic basis corresponding to the LSF interval as opposed to a reactive approach to link failure. ‘The sending and
flooding (6) of LSAs has beer modified to enable the sending of wircless hellos and L.SFs. In addition, the
Multipoint Relay (MPR) algorithm is used to optimize the flooding of packets. Code to receive (7) the new packet
types has been added. The use of database description, 1. §Us. LSAcks, and LSRs (8) has been eliminated on the
wireless interface. Hello packets (9) are replaced with the wireless hello packet that contains a list of MPR».

4.3
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Figurc 4. 2. Software architecture tor OSPFv2 daemon with wireless modifications

F.veat logging

In addition to the existing event logging that takes place when the dacmon ts run, the following items are now
recorded to the log file (varTog ospfd log)

I o message that was “Recened Pkt type 6 1s now “Received Wiceless Hello”.

Log message that was "Recetved Pkt type 7 is now "Received Link State Flood™.

When there 1s 8 link failure on the WANIC Interface’s senal inc .

When there 1 2n IWSPY satus change due to a bad signal-to-nosse ratio (optional feature).
When neighbors are added to or deleted from the IWSPY monttoning list (optional fearure).

If a DSCP MOSPF calcuiation fails, and uses the DSCP 0 multicast tree instead.

If we substitute DSCP 0 metric for legacy router.

When a new network 1.SA 1s received on a wireless interface that obsoletes an exnting one.

W hen a new default route is added or deleted for a wireless stub atea.

When the MOSPE cache s cleared. to better understand when multicast cache ¢ntries are absent.

When 4 mubtic ast rosting caleulanon is requested for as invahd miulticast soutee
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s After each dykstra calculation. the number of dijkstra calculations that have occurred since the daemon
was started. { This statistic is incremented once for each recalculation, not once per DSCP dijkstra run.)

An option may be turned on at compile-time to generate a second log file (‘var/logrospfd log2). This additional
log file is helpful for keeping rack of changes to the wireless network. The foliowing items arc logged when a
wireless interface type is defined:

»  The list of one-hop neighbors, and the corresponding two-hop neighbors that can be reached throush
them.

o The list of neighbors this aode has selccted as MPRs (MPR list).
*  The lixt of nerghbors selecting this node as MPR (MPR seiector list).
e Wheis an LSF is being forwarded. '

44  Performance metricv/lest criteris

The OSPFv2 software was evaluated on the basis of interoperability, comectness, and performance. Wiath respect
10 interoperability. the Linux-based OSPFv2 routers were connected 10 a network containing up ta three Cisco
routers running OSPFv2, and tests were performed demonstranng the modified OSPFv2 software successfully
sntcroperating with the Cisco software  The correctness of the implementation was tested by configuring the testhed
to exercise cenain pants of the code and by observing the resulting routing tables and packet traces from
experiments  The software was also tested for performance by specifically contrasting the operation of OSPEv2
Jegacy software with the operation of the Boeirg extension:., using s lecied network configurations Traffic
generation and post processing of traffic traces was used to establish performance metrics. including the following
key memes

13 OSPELY overhead consumed {measured at 1P layer)

11} Packet delivery ratio for user data raffic. and

uil Convergence time of routing tables
45  hguipmentsoftware to be weed :

fn uddition 1o the Linux hased routers. our testing used the cquipment and software histed below
451  HRosters .

Cisco 3600 serfes: The Cisco 3600 seres router 1s a modelar, multiservice uccess platform for medium and
latye-sized offices and smatler Iniernet Senice Providers Specifically, our faboratory wsnng used (isco 3640
eqtupped with [0S veraon 12 2.4

Civco MAR series: Our demonstration used ( isco Mobile Access Routers (MAR). a special PC-104 form factor
router capable of RIPV2 and OSPE L routing

OLSR routing software: We have modified the OFLSR routing software distnhuted by Joe Macker (NR1L ) for
operation with aesociated stub subners. We used this software to compare its performance against that of our
modifed OSPE o2 umplementation

452  interface cards

Mt outers were equipped with PCEbascd 10100 Bthomet cards, tvpicaily Intet Ftherf xpress Pro In :gici:twa,
we tested with 802 11h cards such as Orinoco Gold cards and access points, and we used the Wante S22 eriat card
1o ensure ~erial intertace compatibility

453 Dsta channel simulutors

%o usedd the foilowing channct simulators and emulators

Mobib.me: Mobiknu s a ool for emulating mobile ad hoc network environment with a fixed network of Linux
machines themnel 2 3 and ahove) in a | ab setung it can support virtually any mobility scenana fauch as asl
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scenanios) without actually movaing the nodes physically. It is good for MANE T (mobile ad-hoc network) research
that requires testing a real implementation or application with different mobihty patterns.

Adtech NX/13: The SX Data Link Simulator creates the same delay and error characteristics caused by long
distancc terrestrial and satelhite data links. With dual-channel. full-duplex opcration, the simulator provides bi
direchional testing with programmable delays, random bit ervors and burst errors. Multiple delay and ervor events can
be programmed to simulate a wide variety of chronic and periodic conditions or events such as peak traffic times

and equipment overloads. In our testing, the Adtech SX/13 will be used to as channel simulators for the seriai
intertaces :

4.54  Traffic generation and measurement

Chariot: Chanot 1s 2 commercial tool that emulates network users by sending traffic over the network. It
emulates multiple data types and rates using different protocols, and measures performance between pairs of
networked computers. AN computers included in tests have Netl() Performance software installed. Chariot uses
real data to cmulate and test different applications through the network, and to monitor from 1ts console all traftic
between endpoints  We used Chaniot at our interim demonstration in May. 2003

MGENDREC: The Multi-Generator (MGEN) is open source software by the Naval Research Laboratory
(NRL). MGEN provides the ability to perform IP network performance tests and measurements using UDP/IP
trathc (ECP 15 currently being developed)  The toolset generates real-time trattic patterns so that the network can be
loaded 1n a vanety of ways. The gencrated traffic can also be reccived and logged for analyses. Script files are used
to drive the penerated loading patterns over the course of time. These script files can be used to emulate the traffic
patterns of unicast and'or multicast UDP/IP applications. The receive portion of this tool set can be scripted to
dynamucally join and eave IP multicast groups. MGEN log data can be used to caluulate performance statistics on

rouzhput. packet foss rates, communication delay, and more.

Tepdump: Tepdump is a packet-capturing utiiity for Unix-based machines. It allows a user to view the hive
network traffic passing on the wire by'through the user's host. It displays output on a console or can write binary
tiles nto a standard format fo- post-processing.

i
Ethereal: Fthereal 1« a free network protocot analyzer for Unix and Windows, which p‘ vides a nice graphicai
user interface for tepdump  Ethereal has several powerful features. including a rich dxspla»r;'lhcr language and the
abihity to view the reconctnicied stream of a TCP session We plan to write extensinns to Frhereal to support the
OSPEV2 protocol extensions we are developing. '

Custom logging scripts: Part of our testing required logging of information regarding routing table updates and
packet dehivery  We developad customized senipts on an as-needed basis to support our data collection and analysie.

4.5.5  Network management software

scotty: The open-suurce 570t Uy ool provides a GUI-based capability to monitor SNMP agents on resident
devices

Net-SNMP agent: Weanstalled the open source net-SNMP agent on the routers.
4.50 Qodsoftware

The !inux advanced routing and traffic contrel (LARTC) framework provides a number of built-in tools to

manape traffic for QoS managemenr. In our tests and demonstrations, we combined the DSCP-based routing
extensions with DSC P-enabled prionity queue schedubing

4.5.7  Software verification
Insure++: Inwure: ¢ 1s a commer-ialiv-available run-time C code analyzer that is designed o examne code for

many classes of implementation crrors not commonly found by compilers, including memory access violations.
memory leaks, ponter errors. data tvpe errors. and hbrary errors.
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5  Wireless OSPFv2 testing

'(h.;r two mam objectives in wireless OSPFv2 testing were to (i} validate that the basic operation of the protacol,
within a single MANET subnet, was similar to that observed in simulation, and (if) test the implementation for
correciness 11 a variety of network configurations

5.1 OSPFv2 router configuration

~bigure 3-1 dllustsates a representanve OSPFV2 configuration file. Unless otherwise specified, the values shown in
Fiyure S-1 were used in the tesis described below

rourter.d 10.0.0.2 /* Jariable ' ri
ronpf :* Enables MOSPF */
ASCp Yout ing /* Enables DiICP-based routirg */
iog level O ;* zxtert of log messages found in

*  /fvar/log/ospfd.log */
E
area 3.0.0.0 i* ¢lassi®y rhe follow interfaces in area 0 b
sntertace 16.0.4.2 1 +* assign interface ard metric '
wospf /* se* the interface type as wosp! vy
£StubWireless /* optimize interface by setting as a stub */
aanf [frarhType 2
wa%kew 3 sharedsecres /* get yp the use of authentication

* with mdSsur i
agpflfWErlicInterval 2 /* set the hello interval to 2 seconds s
uspfrfisfinterval 2 /* et the LSF interval to I seconds i
mpy time 6 /* get the MPR Selector expiration interval bl
opflfprrileadintorsal 8 7+ get the neighbor dead interval *i
gmpfaeryintervar 10 /* get the igmp query interval for fasrer

* puiticast routirng v
interfane ethl L .+ assign broadcast interface and metric */

Figure § 1 Detault rauter configuration for wircless OSPF

£.2  Basic MANET testing

Lhis st 1 ¢ fundamental test of how the wireless OSPEVY interface performs in comparison © an OLSR
implementation and a legacy Point to-Multipoint (PTMP) OSPF implementaticin. In addition, we wrete scripts that
allowed us 1o oxactly replicate the wircless emulation environment simulation. and compared our wireless
OSPI 2 implementation with our simulation models that werc used in |7}

This testing consisted of N routens with Fthernet interfaces connected 1o the mobile network emulator as shovn in

Figure 5 241

Linux rovter 1

#8898  Linuxrouter ™
Linux router | \

" Mobile
1 metwork
L emulistor

Figure 8.2 1 Basic MANET Rounng Testbed

Test procedures: The synthetic petwork emulator (SNEY was configured with three scripts of increasing
mobihty  The mobility arex was $00m x 500m and the simulation ran for 30 minutes. The radio range was 240m in
the 8 node case and 200m in the 16 node cast The max speed and max pause time for the hugh. medium. and low
scenarios were 100m s and 1s. 25ms and 4s. and 6.25m's and 16 respectively.  The Linux routers were first
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configured in poni-to-multipoint mode, and baseline tests were run. Next, OLSR was installed cn all routers and
whentical tests were conducted. Finally, the Linux routers were reconfigured in wireless OSPF interface mede and
the tests were repeated sgain. The routing daemons were started asynchronously over an initial 30 minute startup
period in order to avoid bursts of overhead when timers fire peniodically. The hello, LSF, and TC intervals were
cach set 1o 2 seconds unless otherwise specified below, and the dead intervals were set to threc or four times the

hello interval. Each node sent a 16 byte UDP packet to cvery other node on 5 second intervals so statistics could be
calculated on the packet dehvery ratio.

Measurements and data processing: We ran tcpdump on each router and saved the results to a log file. The
jogfile contained the UDP wraftic sent and received in addition to the overhead gencrated by OSPF. We then post-
processed the data to extract utilization and delivery ratio statistics. Network routing tables were periodically
dumped and pest-processed. and compared against the nctwork cmalation scenario.

£21  Implementation results

The results helow (Figures § 2-2 through $.2-%) give the overhead and delivery ratio for 8 nodes and then 16
rodes. In the % node case, standard OSPF PTMP is in a range where it functions as good or better than OLSR and
WOSPT. The & node scenario does not portray the adverse affects of large amounts of overhead. However. when
the § node scenann is taken in context with the 16 node scenario it is evident that PTMP OSPF cannot be scaled
much over 16 nodes. In addition. it 1s secn that the overhead praduced by PTMP is significantly impacted by the
depree of mobility because routing is tnggered by link changes. The overhead produced by OLSR and WOSPF is
ot significantly impacted by mobility because rauting is triggered by periodic timers. However., the overhead is
directly affected by the timer intervals. For less mobile scenanos, timer intervals can be significantly extended
above the 2 second interva! tested here without significantly compromising routing protoco! performance

OLSR yiclds goad results in the 8 and 16 node scenanos. ©he overhead is at a minimal level while the delivery
ratio is comparable to OSPF PIMP. This result is to be expected because OLSR s optimized for the basic MANET
network. [tis secn that WOSPF scales much better with respect to averhead than PTMP. This scaling propenty is
the main advantage in usiny a wireless interface.

WOSPF generates approximately 2 or 3 times more overhead than OF SR. The increasc in overhead s because
OSPF 18 a full link statre protocol, with each node originating an LSA. In contrast. OLSR only gencrates TC
messages frem those routers who zre MPRs. This causes WOSPEF to have a slightly higher delivery ratio. but it
gencrates maore overhead i well connected networks. WOSPE does not adopt the OLSR TC message mechanism
hecause it represents more of a departure from how OSPF implements its Jatabases, thereby affecting compatibihity
with iegacy OSPE routers

18 i}

-0~ OLSR-Implement
16 -

€3 - PTMP-Implement

14 —A - WOSPF Implement _a— /ﬁ"\ —
-~

12

10 /e/

Qverhead (kpbs)

NONF LOW MED HIGH
mobliity

Fignre =00 Compartson of the everhead geacrated by implemented protocole moan 8 node network
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Figure § 2 2 Comparison of the delivery ratio obtained from implemented protocols in an % node network

140
—&— OLSR-implement
120 ~£3 PTMF-implement
~A— WOSPF . Implement

- 100 -
»
F-
o
£ 80 - ‘ , , ,
3
£ e —t —
§ -

40 =4

-
20 Z”//Q” S —
O
NONE LOW MED HIGH
mobility

Frore 8 2.4 Comparisen of the overhead generated by implemonted protacels in a §6 nade network.
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Figwre 5 2.5 Comparison of the delivery ratio obtained from implemented protocols in a 16 node network.

5.2.2  Simulation comparison resuits

We next ported our wareless network emulation scapts to the QuaiNet simulator, so that we could reproduce the
exact network behavior i simualation. This excrcise allowed us to validate our simujation models. Figures §.2-6
through S 2-1 1 show the close match between simulation and implementation results shown in the previous graph.
This close match gives us confidence that our simulation can be faithfully scaled upwards in the number of nodes

Although the comparison 1n results 1s very close, in all three protocols, the delivery ratio is. on average. slightly
lwer for the implementation  In addition. for the eighs node case, the overhead is lower for implementation when at
the lighest mobility [ s s probably due o shght differences in the QualNet-and implementation mobility scrpts.

The rosults foand in simulation for the PTMP OSPF compare very closcly with those found in simulation. There
s a munor discrepancy in dehivery ratio. but this could be due to minor variations 1n the mobility scenanos

OLSR als vields sinular results in simulation and implementation. 1 herc is some diffcrence in the overhead that
15 cansed by dissimilar OLSR versions  The implementation is version 3 while the QualNet protocol s version 7.
I he packe! ficlds were modified. making version 7 more overhead intensive.

I he companson of unplementation and QualNet s very similar for WOSPF.
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Fryvure § 2.8 Comparison of the overheud generated hy the implementation and QualNet in a 16 rode network.
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Faoure €29 Comparpan of the delivers ratio obtained by the implementation and QualNet in a 16 node network

1 rom the results shown i Figuees § 2-5 10 8 2-9, it 1s observed mobility has little impact on the overhead
produced by WOSPE, but mobikity highly effects the overhead produced by PTMP wath 2 second timers. The
resuits shown in Figures § 2-10 10 § 2-11 show the sinalar tests but with slower mobility and 10 second umens The
mobiiity classified as 1 OW" n the previous figures was considered as “HIGH™ mobility in the next two figures,
and “LOW™ and “MIEDIUM” mobility rates were rescaled accordingly.

In thew results we agair observe that WOSPE 1s more re<istant to overhead swamping due to mohihity than
PIMP When the netwaork is highly mobile (approximately a 70% delivery ratio), the overhead of OSPF PTMP 1s 4
1o S nmes greater than WOSPE - Another interesting observation is that there 1s more overhead with the 10 sccond
nmer at “HIGH mohility isame as “1 OW™ mohility with 2 second timer) than the 2 second timer at “LOW"
mohihity agaim, these mobility rates are the same  The results indicate that extra hello traffic in PTMP can help
delay the swamping of a network because links are changing faster than routers can synchronize.
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bigure 3 2-10 Comparison of the overhead generated by the implementation and QualNet in a 16 node network with
timers set on 10 sccond intervals
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Fagure 5 211 Comparson of the delivers ratis obtained by the implvmentatun und QualSet e a 16 nade netwerk
with imers set on Hisegond imtervals

Fhe amount of overhead generated by PTMP i 8 and 16 node networks » manageable in 80211 networks
runmng at 1iMbpy  However. the above results show the trend that PIMP does not scale well with respect to the
number of routers in a network. The following results tumulanon only) show how PTMP seales with respect ta
WOMSPE for betwren X and 36 nodes

Al previcus results were obtained for companson validating simulason with implementation. se Ethernet was
wned at the link laver 11he wireless petwork emulator i¢ actually an Frhernet brdee which sclectively enables and
dinables receptien of MAC addresses but the underfving CSMATD MAC properiies are n effect). Use of an
Fthornet Bink layer inphes that the collivons were very sunimal and the transnussion time was low. Inthe
feltowing results the MAC layer used was R02 11b with RTSC TS enabled. Fach router has a radio range of 250
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meters. The mobility of each node was set to move to a random location between 0 and 10my's and then pause for
40« before moving again.

The data below comes in two forms for PTMP and WOSPF. One line (solid shapes) shows the resuits when the
node density 18 scaled. This means the simulation area remains the same and the number of nodes increases. The
second hine (hollow shapes) shows a static node density. The simulation is scaled with respect to the number of

~ S00° N i
nodes according to d = -—Tg—- . where N = number of nodes. All results for scaled node density were run ina

500m by SOQm arca. The static node density scenarios were run with a node density of 15.62$ m¥/node
- {comesponding to 16 nodes in a $COm x $00m grid).

Figures §.2-12 ar_\d 5.2-13 show that WOSPF scales much better than PTMP as the number of nodes increases.
Also. we see xhq( PIMP scales better when the network is less dense. When the node density 18 kept stauc (the
simulation area is scaled) as the number of nodes increases, the overhead is almost half as much at 36 nodes as when

the node density 1s scaled (simulation arca is kept static). ‘This 1s because there are fewer adjacencies to be
mantainied in a sparse nctwork.

The opposite 18 true for WOSPE, however, it is difficult to sce the ditterence with the figure scale. Here the
overhead Increases when the network is sparse because almost every node must be an MPR. So, optimized flooding
becames classic broadcast flooding When a network is dense mnost traffic is flooded only once.

The delivery ratio, shown in Figure 5.2.13, with scaled nodc density stays about the same because the number of
hops to reach a node stays about the same. In the static node density scenario, the number of hops consistently
wncreases as the simulation arca increases.  The increase in area leads to the possibility of more partitioned nodes or
bad routes. The PTMP delivery ratio approaches zero afier the overhead reaches a po- at of swamping the network.
Here we sce a key problem with PTMPs method of exchanging routing information.

1800 l
<600 ! ~&— PTMP-scaled node density 1
' — &~ WOSPF -scaled node density f
1400 —&- PTMP-static node density . f
= —A— WOSPF -static node density
Q1200 '
-] |
2 1000
2
¥ 800 !
2 i
S 600 ]
400
200
o
8 12 16 20 24 28 32 6
number of nodes :

Figure 8 2-12 (herhead obtained in QualNet when scaling the number of routers in the network, with timers set on
10 second intervals
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Figure $ 217 Overhead obtained in QualNet when scaling the number of routers in the netwark, with timers sct on
18 second isternvals.

£3  Other wircless OSPF 2 tests

Phe 1owts deseribed in Section 5.3 were used © charactenze performance. Tl following set of fests was
performed to vahdate the correct operation of the implementation,

Test name: Heterogeneous Network, Single Arca

Objectives: Confirm the operation of edpe {routers with more than one interface with one being wireless routen,
tw vorrect handiing of heterogencous links, and routing 1n a multi-path environment in a single OSPEV2 area.

Equipment used: A: shown in Figure 5.3-1, 14 routers with Fthernet interfaces are connected to the mohile
setaork emitlator. and two of these routers are further connected 1o routers A and B respectively using a cross over
b thernet cable  Routers A and B are mterconnected by an Fthemet cable that 1s bandwidth hemted by | inux Traftic
Control €10 Two end users (source and unk) generate UDP traffic and are attached to routers A and B,

— Bandwidth Limted to 56kbps
€ £ g

. £ Zn -
W iohfier 2 -~
UDP Sk \

Linux router 1 Mcbite Lnux router 14
Netaork

Emulator

Figure 3 17 Heterogeneson Notwork

Test procedures | mux TC raffic control hmuts the data rate borween routers A and B 1o S6kbps - UDP traffic
wis sent from sink o source at 12Kkps. OSPFVY was used on cach router using the wireless interfaces on the
mobile network The low bandwidth hink was asvapned & hink metnic of 100 and all other links a costof |
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Three tests were run and the delivery ratio was calculated. The first test consisted of partitioning routers | and 14,
so all traftic was forced over the low bandwidth link. Second, the low bandwidth link was brought down and a
multi-hop path was created on the wireless network. Third, the network emulator was given a mobility script where
node 1 and 14 would be partitioned at times and low bandwidth was in the up state.

Measurements. data processing, and outcome: The edge routers appropriately handled the inclusion of point-
to-point links. OSPEv2 directed most traffic through the high bandwidth mobile network when it was availahle.
Figure 5.3-2llustrates the user data packe: delivery ratios. In test 1, the low bandwidth link could only handle half
of the load, so the delivery ratio was 49% In test 2, the delwery ratio was 1({% bheécause OSPF was able to route
through the wireless network, which was only partially loaded. A protocal such as OLSR that cannot assign hnk
metrics, directs traffic through the low bandwidth point-to-point because it is the shortest path. This would lead to
the delivery ratio found in test 1. Finally in test 3, the delivery ratio was 82%5. Traffic went over the wireless

network unless there was a network partition. Packets were either dropped due to re-routing time or queue drops
over the low bandwidth link.

Defivery
Ratio

Test Numbder

Figure $.3 2 Delivery Ratios for the three Heterie. neous Nerwork tests.

Test name: Multi-arca operation using Wigeless QSPEv2

Objectives: Confirm that wireless OSPFv2 network can operate m sl area environment, and that 1 tnux and
Cinco routers are interoperable.

Lquipment used: Sixteen [inux routers with Ethernet interfaces were connected to the network emulator, three
Crseor runters were connected . series wath the emulated routers as shown i Figure 5.3-3, and two end users were
used as data sources and sinks  Fach of the Linux routers were configured with the wireless OSPFE interface type on
the emulator Routers | and 14 were additionally configured with broadeast interfaces. Al Linuy routers interfaces
were set to Area |
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Fgure 3 3-1 Multi-area operation with wireless network 3

Test procedures: Routing tables and L SA databases were checked to sec if routing was being done correcily.
Iraffic was sent ftom source to sink  The Mobility emulator was run for 2 random mobility script te see if rerouting
was done correcths.

Measurements, dats processing, and outcome:

Wireless OSPF was shown to work properly in 2 multi-area environment, and it interoperated with Cisco routers.
Al routing tables and 1.5 A database were correct. Traffic was successfully routed from source to sink and rerouted
when the wireless netwerk chanped

Fest name: Stub I SF with multr-area and multi-AS {Autonomous System}

Objectises: Show that wircless OSPY can be used in a multi-AS network. and that wireless OSPF canbe used in
& ~tub wircless format that reduces routing overhead.

Equipment used: Same as i the mults area test without the 1DP source (Figure $.3-41

.~ . . “

f e S ———— \\
»y{-..ﬂ- % N, P ~ /

Stub W;teiess f

#ﬁt’
(“‘o &ma i ti Caa fendee K
T T s 1-RIE
- - e e

-
-

AS 0-OSPF T

F;gnrf $ 3.4 Ml AS oporaton with wireless network

Vest procedures: 1he network is setup the same as the presious test Area |, which i the wireless netwaork. and
Arca {0, conssting of two of the Cisco routers, comprise Autonomous System 0. Area Y on the Coco muters i
Prought down and replaced with the RIP routing protocel, o form another AS, Autonomous Systemr | OSPE i
redistrihuted mnto RIP, and RIP » redistnbated mto OSPE on the middle router, which serves as an Autonontous
Syatem Rorder Router (ASBR) The edze Linux router possessing doth a wircless and wared interface is & wfipured
4~ the detault rogter for the wircless network by setting the “StubWirelews” parameter.

The test consisted of momitonng the | SA datanases and routing tables i the routers for comrectiess In astub
wireless network. only 1 SAs from routers n the wireless should be present in the 1.SA databases. Host was st o
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ping Linux router | while the wireless network was in mouon. The stub wircless network was checked for a default
route 1o the outside. and the Cisco were checked for routes to nodes in the wireless network.

Measurements, data processing, and ouvtcome:

Operation in a multi-AS network was successful. AS External LSAs were genzrated by the Cisco bordering the
autonomous systems and the L.SA were disseminated. Routers in the stub wireless network were successful in
reducing overheat yet still maintaining connectivity to the outside by creating default routes to router 1¢. kach of
the wireless routers, except router 16, contained only LSAs from within the wireless network so overhead was

tcdu_ccd All routing 1akles were checked and were correct. The ping sent from Host was successfully sent,
received. and rerouted when necessary.

Test name:  Multiple interfaces (Iwo wired, two wireless)

Objectives: - Show that a Linux router running ospfd can run multiple wireless and wired interfaces on the same
router.

Equipment used: Sinteen I inux routers are connected to the network emulator. Two of the Linux routers arc
alsc on an 802 11 wireless network. Additionally. there are point-ta-point finks as shown in Figure 5.3-5.

I |

1 )

{-‘"" EmI"‘ ‘} )
5, &
Linux rauter 1 Linux router 2 Y
' Channel 11
802 11
| Network
Moble
Nerwork
Emuatr . ' A
Linux ‘outer 16

Figiure $.3.5 Osptd router with two wireless interfaces and two wired interfaces

Test procedures: Check that Linux router 2 has the right information in its 1.SA database and that LSAs are
distributed correctly  In addition. the point-to-pornt wired links were brought up and down and a network emulator
mobility sonpt was run. The routing table was checked as Links were vaned for correctness.

Measurements, data processing, and outcome:

Cotrect operation was venificd for Fuy router 2. AlLESAs were generated and distributed correctly  As links
were brought up and down, rerouting funcnioned properly.

Test name: AS opague dissermination
Objectives: Show that ospfd with when running a wireless interface is able to disseminate opaque LSAs.

Equipment used: Sixtecn Limun routers on the network emulator and two addstional routers connected by
Fthemet as shown in Figure § 3.6 Zebra routing software version 0 93h s instalied and configured on one of the
Lanux routers {shownan Figure § 3-6)
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; Figure § 3-8 Opaque LSA dissemination

Test procedures: The Zebra OSPH dacmen s configured to suppont MPLS-TE, Traffic Enginecring extensions,
which are disseminated via Type- 10 Opaque [SAs. Each of the routers | SA databases will be checked to venfy
that the type 10 LSA is present.

Measurements, data processing, and outcome: The dinsernation of Type- 10 Opague LS As was verified
throughout the entire wireless network. ‘

54

Summan

{his section has deseribed our teating results for the wareless mterface type. We oblained good agreement
petwern implementation and simulation results. In addition, we observed the following characteristics when testing
the implementation

4

Mulucast operation over 02 11 interfaces has several problems that could not be addressed m the scope of
this contract. We list a few of the problems we discovered here. First, when 2 wireless node decides to join 2
group 1t sssues an JGMP jom on i mteeflace. Every router in radic range that receives this message then
creates a group membership §SA, so the router can distnibute traffic to the sink. The IGMP mechanism was
designed for wired networks in which many unnecessary routers do not receive the IGMP join. Second.
mglticast routeng entries were created tor wired hinks.  [he routirg entry gives mpat and output interfaces for
a particular multicast group. When packets are handled hike thic on 2 wireless netwerk. the routing entry
mput 7 wd output interfaces are the same  This leads to packets being caught in routing loops that replicate
packets until they reach therr max TTEH. This will swamp & sctwork unless TTL i set sutficiently fow {this s
a hack to make it work for small actworks) or a cache is kept at cach node that will enly send the same packet
(L 8

Using muluple copies of vmware on one physical machine causes lag for each virtual machine: Access to the
real me clock is avatiable to only one of the virtual machines at 2 ime. so tme runs at a different rate on the
other virtual machines This causes ime-depundant applications, such as the OSPF daemon. 1o behave slower
thar normal

The capability to have multiple OSPE areas within the same wireless network has not been implemented.
because the speaification for mier-ares wireless routing has not been defined. I all of the tests, the wivcless
network s treated a~ 2 single area. which is capable of connecting to other OSPF arcas A wireless edpe
router cannat at this ime be an arca border router

fo ohtain statistios on hink-layer errors in the physical faver of wircless 802, 11h davers on Linux. one must
put the driver 1n a special momtonng mode In monitoring mode, the driver can enly receive aetwork packets
but pot transmit 50 1118 not possible 1o utihize this capabihity while running OSPF Thes limuts the type of
Bk laver notifications that can be provided to OSP 1o the signal-to-nuie ratic of 2 hak. The deivers can
enly monitor the radio noive level of 2 maximum of eipht peers

We anticipate performing some additional development on the wircless interface type dunng the ONR KSA ENC
Block 2 program. Specific areas of interest include optimizations for handling external { SAs. an acknowledgment
mechaniam for 8 subset of LSA floading. and adaptive protoco! mechanisms (link metrics, timer mtervals, etc).
his westh has been submutted 1o the [E B for consideration (draft-spagnolo-manet-ospf-wireless-interface-tH ixtl.
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6 DSCP-based routing

Our two mam objectives in DSCP-based routing testing were ta /1) test the ability of the routers to build DS(‘P‘—‘
specific routes, (in) test the ability of the DSCP-based routing extersion to interoperate with legacy routers. and (itd)
test the interoperability of DSCP-based routing with DSCP-based scheduling.

6.1 Test resulls
Test name: Muluple DSCE paths

Objectives: Confirm the comrect operation of unicas: DSC? routing and that the proper route is created for each of
tour DSCP codepoints

Fquipment used: Nine [.inux routers, two traffic sources and a traffic sink. and a tmeserver tn synchromze ali
the clocks used m thas test The network tormation is shown m Figure 6-1.
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Figure 6-1 Midtiple DSCP paths test configuration

Fest procedures: Fach of the routers were configured with broadeast interfaces. Link metrics were assigned
conts accarding to the walues tound 1n Table 6-1. All router interfaces not found in the table were assigned a cost of
one for all DSCP values [ he cost assignments were set so traffic of DSCP type Uxc would be direcigd through
slave 1, type Ox& tirough slave 2, type Oa4 through slave3, and type Ox0 through slaved. Using MGEN, Scooter
sent four flows of GDP traffic to Skinny. The flows were assigned DSCP values (k0. Ox4. 0xR. and Oxc.
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Router | interface | DSCP 0x0 | DSCP Oxd | DSCP 0x8 | DSCP Oxc |

7 ] 10 z 10
Datagram 3 : : T 3 .
0 1 10 1 0
i 1 10 10 10
Staniey 2 10 1 10 10
3 10 1 1 10
0 1 1 70 1
Surplus? 7 10 70 1 0 ’
ﬁanfgef ¢ 10 1 1 10
0 1 0 0 0
Slave? T 1 10 10 0
0 70 3 10 10
Stave2 1 10 7 10 0
0 70 10 1 10
Stave3 1 10 10 1 10
0 1 ] 1 1
Stave 4 7 0 10 10 1
7 7 10 0 10
2 10 1 10 10
Apolios 3 10 10 i 10
4 10 10 10 T

Tahle 6-1 Link metrics assigned 1o routers m Figure 8-/

Expected outcome: Unicast data packets from source, scooter, 1o sink, skinny, should be routed via four distinct
paths assipned by the DSCE codepomts

Measurements, dats processing, and outcomer Network routing tables were periodically dJumped and the tables
matched the expested outcome.  Tepdump was run on the routers manager, surplusi, and siave 1 through 4 and the
<rrest INCE traffic was being forwarded on the correct routers. In addwion, fasure was run on Datagram and
Manager to test the code on a single area router and an area horder router - Al tests performed by frvere were
passed :

Test name: DSCP interoperability
UObjectives: Coenfirm the correct operation of umicast DSCP routing 1 a edge routing enviranment.

Equipment used: Fight [ inux routers. one Cisco router, one traffic source, and twe traffic sinks are connected in
the tarmation of higure 6-2 ‘
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Figure .0 Muiuple DSCP paths test configuration

Test procedures: The routers are configured with the same costs used in Figure 6-1 abave except the Cisco
router's interfaces can only be assigned a cost for DSCP 0x0. The Cisco router was assigned the same cost that
Datagram was assigned for DSCP 0x0. Using MGEN. Skinny sent four flows of UDP wraffic to Scooter and Labl.
The flows were assigned DSCP values 0x0, 0x4, 0x8, and Oxc.

Expected outcome: Unicast packets from Skinny to Scooter should be routed via a DSCP 0x0 path since the
Cisco router does not support TOS based routing. Unicast DSCP enabled packets from Skinny to Labl will be
routed according to the DSCP-enabled routes since a path of all Linux routers can be formed.

Measurcments, data processing, and outcome: Network roufing tables were periodically dumped and the tables
matched the expected outcome. Tepdump was run on each of the Linux routers. and the correct traffic was being
torwarded on thesz routers. Tmis test worked as planned.

Test name: DSCP nteroperability with mixed DSCP ¢nhancement

Objectives: Confirm the correct operation of unicast DSCP routing in a edge routing environment when the Linux
routers have been enabled to use DSCP 0x0 as a DSCP value on non-DSCP routers.

Equipment used: The network configuration is identica! to Figure 6-2.

‘Test procedures: The routers are configured with the same costs used m Figure 6-1 above except the Cisco
router's interfaces can oaly be assigned a cost for DSCP 0x0. The Cisco router was assigned the same cost that
Datagram was assigned for DSCP 0x0. Each of the Linux routers were configured in allow mixed metrics mode. so
DSCP routing can be used with a Cisco router. The following procedure was run when all interfaces were
configured to broadcast and then repeated with all interfaces configured to point-to-point.

Fapected outcome: |inicast packets from Skinny to Scooter should be routed using DSCP routes The DSCP
values for 0x4. 0x8. and Oxc on the Cisco router should appear to be set to the DSCP 0x0 value.

»
Measurements, data processing, and outcome: Network routing tabics were penodically dumped and the wbles
matched the expected outcome. Tepdump was run on each of the Linux routers, and the correct traftic was being
torwarded on these routers. This test worked as planned.

fest name: Multi-area operation using DSCE
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Objectives: Confirm DSCP OSPFv2 functions correctly with multiple arcas when interfaces are set 1o broadcast,

pomnt-to-point {pp}, non-broadcast multiple access (nbmay), point-to-multipoint {ptmp}, and point-to-multpomt
multicast {punpmeast),

Equipment used: Nine Linux routers, a traffic source, and two traffic sinks are connected as shown it Figure 6-
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Figure 6.3 Multi-area vperation uung PSCF

Test procedures: [he routers n Figure 6-3 were configured with the DSCP parameters shown in Table 6-1. All
nterfaces that are not shown were set 1o one for each of the four DSCP values  Fleven virtual links were configured
because Manager, Stanley, und Swrplus! arc non-backhone arca hordor routers (ABR:. The virtual hink
wonfiguration s show in Tahle 6.2,

MGEN was used to generate four flows of CBR wraffic from skinny to each of the sinks: Packet, Lab}, and
Scooter

Fhus same procedure was performed on hroadcast. pp. nhma, pimp, and ptmpmcast

ABRH Link End Points
Stanley Siave1. SiaveZ?, Manager. Surpiust
Manager | Slavel, SiaveZ, Slave3, Siaved, Stanley, Sumplust
Surplus Slave3. Slaved, Manager, Staniey

Table 6.2 Virtual Imks confipured in Figure 82 3

Eapected outcome: The summary [ SAs exchanged between areas should enable DSCP-based routing to take
place between the areas

Measurements, dafa processing, and outcome: Network routing tables were dumped on each of the routers and
compared 1 the expected outceme. The routing tables were correct for each of the four DSCP values for each of the
3 nterface types Topdump was run on the incoming interfaces of selected routers, and it was deternined that the
correct tratfic was bemg forwarded on these routers  In addimion, Jasure was run on Datagram and Manager to test
the code on a single area router and an area border router Al tosts performed by Imsure were passed.

Test nzme: Mulu-area operation using DSCP with mixed metnes

Objectives: Confinn DSCP OSPI funchions correctly with multiple areas while some routers have partial
DSCOP costs defined

tguipment used: The network confipuration s shown m Figure 6-3.
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Test procedures: The routers in Figure 6-3 were cenfigured with the DSCP paramcters shown in Table 6-3. All
interfaces that are not shown were set to one for each of the four DSCP values. Entrics in Table 6-3 that contain a
*X" were not defined. Eleven virtual links were configured because Manager, Stanley, and Surplusi are non-
backbone area border routers (ABR). The virtual link configuration is show in Table 6-3.

This procedure was performed when interfaces were configured as broadcast and ptmpmcast.

Router | Interface | DSCP Ox0 | DSCP Ox4 | DSCP 0x8 | DSCP Oxc
)4 1 10 1 10
Datagram
2 1 1 10 1
0 1 10 1 10
1 1 10 10 10
Stanley
2 10 1 10 10
3 10 X 1 10
1] 1 i 10 1
lus1
Surplus 7 ) 6 3 0
Manggq 0 10 X 1 10
4] 1 1C 10 10
Siave1 7 1 10 10 10
4] 10 1 10 10
Slave2
! 10 X .10 10
[3) 10 10 1 10
Siaved 1 10 10 1 10
(4] 1 1 1 1
Stave 4 7 10 10 10 1
1 1 10 10 10
2 10 X 10 10
Apolios 3 0 0 T 0
4 10 0 - 10 1

Table 6.2-3 Link metrics assigned to routers in Figure 6 2-3

Lxpected outcome: Rouung table entnies tor DSCP 0, 8, and 12 should remain uncharged. Any DSCP Ox4 route
that would have used link 192 168 S 0 or 192.16% 3 4 should be rerouted and a DSCP 0x4 route to 192.163.5.0 and
192 16% 3 4 should not be created : .

Measurements, data processing. and outcome: Network routing tables were dumped on select routers and
compared te the expected outcome. The routing tables were corvect for each of the four DSCP vatues for broadeast
ard ptmpnxast.

Jest name: DSCP-based multicast routing
Ohjectives: Contirm operation of MOSPE with DSCP.

Equipment used: The configuraton shown in Figure 6-1 was used o test multicast routng in a single area
configuration

Test procedures: DSC P metnics were assigned to the hnks in Figure 6-1 per Table 6-1. All interfaces not
defined in the table were assigned a vatue of one for each DSCP Only broadcast interfaces were tested in this
contiguration. -

Multicast traffic was onginated from Skinny using MGEN. Multicast receivers, Packet, Labl, and Scooter,
1esponded to IGMP gueries. leading to the T inua touters onginating group-membership-LSAs. Multicast traffic was
first enginated with no DSCP markangs, and the routes taken were observed. Next, the muticast caches were
flushcd from all the routers and the tests were repeated with Skinny onginating DSCP 0x4. Finally, this procedure
was repeated for DSCPs Ox8 and Oxe

Eapected outcome: | he presence of DSCP-based metrics should enable the multicast trce to be built for &
particular DSCP value. Figure 6-5 shows the multicast trees that should be built for each of the four DSCP metrics.
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Figure 6.5 Multicast routing tree for the fourDSCP-hased metrics

Measurements, data processing, and outcome: Multicast routing cache entnes were dumped at cach of the
routers. and the routes matched the expected outeome and the multicast tree was correct. Topdump was run on the
meoming ipterfaces of sclected routers, and the correct traffic was heing forwarded on these moaters Alse, cach of
the multicast sinks received the multicast data.

Test name: DSCP-based multicant routing with nuxed metrics
Objectives: Confirm DSCP MOSPY functions correctly while some routers have partial DSCP costs defined

Equipment used: The configuration shown n Figure 6-1 was used to test mixed metric mulucast routing in a
single area configuranon

Test procedures: he routers in Figure 6-3 were configured with the DSCP parameters showrn in Table -4, Al
mterfaces that are not shown were set 1o one for cach of the four DSC P values. kntries i Tabic 6-4 that contain a
X7 were not defined Eleven virtual Iinks were configured because Manager. Stanfey. and Surplus! arc none
hackbone area border roaters tABR). The virual link configuration s show in Table 6-3  This procedure was
performed when mierfaces were configured as broadcast
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Router | interface | DSCP 0x0 | DSCP Ox4 | DSCP 0x8 | DSCP Oxc
] 1 10 E 10
Data
gram 1 3 10 1
0 1 10 1 10
] 1 10 10 10
Stan
tey ] 10 1 10 0
3 10 1 3 10
0 1 1 10 1
Surplust 1 10 10 1 10
2 1 1 1 X
0 10 1 1 10
Man
ager 2 1 1 1 X
0 1 10 10 10
Slave
1 i 1 10 10 10
0 10 1 10 10
Siave2 7 10 1 10 10
0 10 10 1 10
Staved 1 10 0 1 10
0 1 3 1 1
Siave 4 7 10 10 10 1
7 1 "10 10 10
2 10 1 0 110
Apolios 3 10 10 1 10
4 10 10 10 1

Table 6 4 Link metrics assigned to routers in Figure 6.2-3

pected outcome: Routing table entries for DSCP 0. 8. and 12 should remain unchanged. Any DSCP Oxe route
that would have used link 192.168 S 4 should be rerouted and a DSCP Oxc route to 192.168.5.4 should not be
created .

Measurements, data processing, and antcome: Network routing tables were dumped on select routers and
compared to the expected outcome  The routing tables were correct for each of the four DSCP values.

Test name: Multi-area multicasi operation using DSCP
Objectives: Confirm DSCP MOSPE functions correctly with multiple areas

Equipment used: Figure 6-3 displays the equipment configuration, with multicast source. Skinny, and group
members. Packet, 1.abt, and Scooter.

Test procedures: The network wax configured identicaliy to the Multi-area operation using DSCP test

Expeeted outcome: Despite the fact that route sSummariZation (CCurs across area boundaries, multicast routing
should take 1nto account the DSCP metncs in computation of shorest-path trees. Figure 6-5 shows the multicast
trees that should be butlt tor each ot the four DSCP metricy

Measurements, data processing, and outcome: Mulucast rounng cache entries were dumped at each of the
routess. and the routes matched the expected outcome and the multicast tree was correct. Topdump was run on the
incoming interfaces of selected routers, and the correct traffic was being forwarded on these routers. Also, cach of
the multscast sinks recerved the multcast data  The tests were passed for each of the § interface types.

_Test mame: Wireless and DSCP OSPFy.?

Objectives: (onfirm intcroperabihity of Warcless OSPEV2 and DSCP routing (both Boeing modifications
operating simultancously)

Lquipment wsed: We will reuse the configuration shown in Figure 6-2 above
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Test procedures: The network wiil configured as in Figure 6-2 and Wireless OSPFv2 wiil be used as the routing
protcol. Two flows of CBR wraffic will be sent from User 1 1o User 2. One flow will be marked with DSCP iype 2,
and it will be directed across the low bandwidth link. The other flow with DSCP 4 will be directed to the wircless
network  Network connectivity will be varied to verify correct routing.  Similar tests will be conducted with
multicast data and mulucast routing

Messurements and data processing: Network routing tebles will be periodically dumped and post-processed,
and compared against the expected behavior. Tepdump will be run on each interface and saved to a log file. which
witl be post-processed to extract the delivery ratio and end-to-end delay of the user traffic hased on the DSCP type
In addiion, the amount of overhead generated by Wireless OSPFv2 will be calculated.

Expected outcome: Traffic with DSCP type 2 should take the low bandwidth link wher: it is m the up state and
transition to the wireless network when it is i the down state. The network should be able to be able to obtain a
higher delivery rano than obtained in the Heterogeneous Network when using only Wircless OSPFV2.

Test name: DSCP and QoS schedubng integration

Objectives: Confinm interoperability between DSC P-based routing and butle-in Linux DSCP-based packet
{queue} schedulers.

Equipment used: The test configuranon of Figure 6-1 will be reused

Test prsx:eduzes: User | sends four flows of CBR waffic to user 2. Each flow is assigned a different DSCP
value 1ink metrics shall be arranged such that the different flows find different paths. In addition, centam DSCP
codepoints will receive preferential treatment in prionty queues.

Messurements and data processing:  Topdump will be run on each interface and saved 1o 2 log file, which will
Be past-processed to extract utihzation statistics. and queung prionity. Network routing tables wil be periodically
dumped and poct-processed and compared agamst the network emulation scenanio

Expected outcome: [Jata packets from users | to 2 will be routed via different paths according to thewr DSCP
codepomt in addinon, we should observe flows with different DISCP codepoints recenving different service in the
qucues i

61 Swmmary {

Uhis sect:on has described our testing results for the DSCP-based dynamuc routing - We observed the following
vharacterstios when testing the implementation.

The nux kernels used n testing were patcned to support aff DSCP codepoint values. as described in
Section $ 3.1 The stock kernels that ship with the versions of RedHat Linux that we used, along with the
latest kernel available from kemel org. still use TOS valves for routing. fimiting routing entnes o exglt
possible TOS values Patched kernels allow all 64 possible DSCP values to be used for routing entries.

< The reuting suppott in the kerrel for mulucast traffic does not alfow muiuple multicast routing entnes for
the same source and multicast group pair. This is a kernel limitation, not an implementation limitation.
‘nd we did mt experiment with kernel extensions to support multiple entnes per source and multicast
group par :

s implemeniation feveraged legacy “TOS” fieldam the OSPFY 1 SAs OSPE for TPV does net suppent
these ficlds, so DSC P-based metnic information must be dissemumnated in additional L8A<fsuch as apaque [ SA
typesi  Funthermore, s appears that multicast protocols must be extended to use this capabulity (f MOSPE is not the -
multicast protacol in use (specifically, PIM and IGMP may need modifications ta support ditferent souting based on
the DSC P value in the data packets). Therefore. while this implementation is a proof-of-concept implementauon,
turther protocol development work 1s needed for this capability 1o be implemented in IPv6 or multicast protocols
~ther than MOSPE
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7 Demonstration results

7.1 Scope and objectives of demonstration

‘Our demonstration attcmpted to meet both broad program objectives and specific technical objoctives, in
demonstration scenanos that map to NBN opcrannnal concepts, as described below.

7.1.1  Program objectives

The Boeing Composite Routing program does not focus on techrology development that covers all aspects of the
broad operational goals identified in the program solicitation. but our demonstration program was designed to
leverage off-the-shelf components in the areas not specincally addressed by the routing protocol implementation.
Table 7-1 briefly describes how NBN Composite Routing overall program objectives were met by a combimation of
off-the-shelf hardware and software componcents and the new routing protocol implementation, and provides
pontens to later subsections.  Sub-demos are described in Section 7.3,

P
{

% NBN Composite Routing g@l Demonstration concept :‘:3::" o
: o wireless OSPF intcrfacc type cnables bandwidth- 1245
© (3} Any onboard IP data routed to any | efficient operation on multihop wireless networks - —1
[ communication link (including Link | © DSCP-based routing allows for dynamic policy 2.3 i
+ 16) based on the latency requirement | _Touting for load balancing and QoS control —— e ,._.:
. e Note: IP over Link 16 not addressed by this pmgram not

P S - - e ] | _apphcable
, n) automated network participation | »__mobile wireless nodes join network via DHCP 4.5
 lie.. leaving and roumng a network | ¢ DHCP authentication via RFC 3118 4.5

L with no manual operations) 1 -

: ¢ show compatibility of protocols with TACLANE 2

) all waffic authenncated using o u:lﬁi:::?::::«f:::ﬁﬁ:ca‘tc:i:sm MDS 2348

'; 22:;' ;clwork or apphication laver authentication_ ¢ T
; e host authentication and cn«.rvpuon via Host Identity 5

b e e e e Protocol - - —d
: ® _router cortains SNMP-compatible MIB and user agemt | 2.3 ]
, Uv) automated network management | o SNMP clement manager for device momstorng - {23
, and dynannc bandwidth management o Note: Dynamic bandwidth management (above and not
P | beyond dynamic routing) not addresscd by this program | apphcable

Tubte 7 l Muppuw of program goals 1o demonstration concepts  Bold fout indicates main program software
delnverahles

“.1.2  Technical objectives

I b mam technical objectives of the demonstration include:

Gy deruonstrate the correctness of the acw routing pratocol implementation by dynamically changing the network
wpoiogy.

tin compare the performance of the legacy ADNS reuting protocol (OSPFV) against the new implementation:
and

Gt aHustrate hew routers based on our extensions can interoperate with legacy equipment

Our speaific techmcal obyectives are shown m Table 7-2
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f T
i Techunical demoustration goal Sub-poals Relevant |
L. - sub-democ
i
Wircless OSPE dramatically reduces * Na ! ;
routing protocol overhead in wireless i
networks 2
M s s mEma mam e —— - Tt e b et e g el m e et + € 1 o i
* support for various link technolog:es (sateltite. LOS., 2 |
! . ad hoc, pornt-to-point) :
Show operation of wircless OSPF 2 ‘
extensions 1n heerogeneous network L * _mixed node (wircless and wired mtrrfacz:a.} operation R
environment ['»_multicast compatibility with wireless OSPF .
s host and platform mobihity compathle with OSPF 4.5 ;
e S B L S . B O
‘ ¢ show load-baluncing of unicast traffic, inciuding 2
DNCP-based dymamic rounng can _mixed operaion with BGProwters ¢
improve Navy Jead balancing gt show multicast operation (MOSPI ) for notional Link- - 3
e e . 1O TaNgCextension e -
4 e show !ﬁtﬂﬁk‘f&hiiit} with CscoBGProuters ¢ <
Interoperability f. show wircless and DSCP extensions working ; 2
e L smultaneously b
table 7-2 Summary of technical demonstration gaals
.13 Metrics

The demonsirat-on and expenments were instrumented 1o provide real-time of post-processed statstics on the
network performance Much of the demonatration was focused on displaying a new capabrity (such as load
balancing) rather than an improvement on an existing capability, 8¢ we did not have 2 quannative metnic associated
with them. Fable 7-3 Lists the quantitative metrics that were measurcd dunng portions of the demonstrations

desernibed in Section §.

o — e st i i

Deflnition

Controf m.crheaé

P.kkct dci very ratio

v
|
t
]
t
T
+

Résﬁfmg oem ergrm‘t time
- - . i

f Gé&*
1.2

intcgrated Testbed Configuration

Number of control hits or packets {refating to m&mg protocol operation}
transmutted duning the demonstration run.
Ratio of user dats peckets sent into the network to data packc:s recerved hy the
destination nodes
Time between establishment of hink hycf :a;mectzm} and P ﬂéremng and
the tsme at which IP routing 1s stable enough for data transfer to ocour

3 f 15t of metric « measured i demonstrations and expersments

PPN g—

.

Mot of the demonstrations descnibed i Section 7.3 made use of the integrated testhed shown in Figure 7-3,
deagned 1o <how the following capatibines:

halancing of upicast traffic compatble with BGP routers. and multicast operation}

nteroperability with lepacy routens, and between the wireless and DSCP extensions

-
ruxed node operation. and multicast operation)
-
*  automated network participation Heave and jomn)
+  waffic autherfication and secunty
s autoigted networh manageent
L
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operation of wireless interface 1ype on sctual wireless networks (support for vanous link technologies,

eperation of DSCP-based routing fincluding an operationally relevant DSCP marking stratepy, load-
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Figure 7-1 provides a notional representation of the demonstration. The demonstration testbed highlighted [P
netwarking between ships. over satellite links and via ship-to-ship wireless networking. Specifically, the
demonstration highlighted the notional concepts of preferential dynamic routing of JCA traffic over Challenge
Athena (in the presence of in-line encryptors), range extension of Link-16 over the ADNS system, and multihop
wircless hne-of-sight beyond-tine-of-sight (LOS/BLOS) networks supporting host and platform (ship) mobility.

Lnd-16

Figure 7.1 Integrated testbed notional concept
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Figure T 2 Inteyrated testhed equipmoent

Ergare 7-2 iHustrates how the notional concept in Figure 7-1 was instantiated. The following equipment was part
of the demonstration testhed .

*  Linux router. Linux routers contain one or more wired or wircless interfaces, and 2 moditied OS2
routing daemon Wired interfaces were either Ethernet or serial RS-449 (pomnt-te-point). Wiseless
interfaces were either R02 11h or an Fthemet interface plugged into the wireless network emulator. A
vanetv of comipistes were used a5 routers, including Dell PowerFdge rackmount servers, Dell Optiplex
deshtops, custom-built PCs, laptops, and 1PAQ handheld computers.

s Cisco router. We used two Cisco Mobile Access Router {MAR} routers running OSPFvY and RIPR 2.
Satellite simulstor. We used two Adtech SX0 13 hardware link emulators with RS-449 interfaces
‘Traffic wourcessinks. 1hese were Linux-based workstations running raffic gencration utilities such as
NRE'S MGEN and 1P-hased video cameras o display programs. JCA raffic was reprusented by a long
running 1O wansfer ’

s CIP swrrogate. b enhanced C2P in the future will permit Link- 16 tracks to be camned over ADNS s [P
satrastructure, usmg multicast routing For demonstration purposes, we did not send senvor tracks but
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« 1nstead used multicast video from a single source (ship 1) to muluple recetvers (ships 2 and 3y as a
surrogate traffic type. ,

o Encryptor. Our original plan to use TACLANE encryptors was no longer feasible since the demonstration
locanion changed to San Diego. However, we constructed IPscc- based gateways that are functionally
cquivalent to TACLANES, using Linux 1Psec. TACLANF Release 1.1 supports IP Type-of-Service (10S)
bus bypass, and the DSCP field 1s a redefinition of the TOS field.

s Wireless network emulator. We used the Boeing Synthetic Network Environment (SNE) as the wireless
emulator. The SNE runs 2 mobile ad hoc emulation script that emulates the connectivity of mobile nodes.
When two nodes are deemed to be out of radio range from one another in the emulation, the SNE blocks
packet reception from one another respectively. The SNE is based on HRL's mobiemu tool,” and has been
extended 10 also support bandwidth limitation and packet errors or (deterministic or statistical) losses. I he
mobility scripts are created through the use of CMU's scenario generation tool (part of the ns-2 Internet
simulator) and can be run at different speeds to effect different mobility. -

73 Demonstr ation conduct

We cenducted final program demonstration on September 18, 2003, in Building 91 at SPAWAR SSC-SD. The
demonstration consisted of five “sub-demos © The first was a focused demonstration of wireless routing (Section
7.3.1). foltowed by several demonstrations usirg the integrated routing testbed (Sections 7 3.2-7.3.5) showing both
wireless routing aud DS¢ P-based routing in the context of NBN operations.

7.3.1  Wireless routing demonsiration (Sub-demo 1)

This demonstration was a focused comparison of the performance of the new wireless interface type for OSPEV2
with that of the legacy Point-to- Multipoint intertace type.

7.3.1.1  Objective and expected results

Operation of legacy OSPFv over multihop wireless networks requires configuration of the interface into Point-
to-Multipoint mode.  This mode of operation leads to high overhead because of the requirement to maintain an
adjacency pair-wise between nodes.

The wireless inerface type reduces the amount of overhead used to distribute routing information. In Point-to-
Multipont maode (the only other OSPFv2 configuration appropriate for a wireless multihop subnet), each router
must form an adjacency with every other router. Because every router must farm a full adjacency and synchronize
its databases with every other router in Point-to-Multipoint mode, the overhead grows at an exponential rate as more
nodes are added to the network  Furthermore, traditional OSPF uses a reliable flooding algorithm to distribute hnk
sate adverisements (1S As) through the network. In contrast. the wircless interface type does not require full
adjacencies hetween routers, and uses an ophmized, unreliable flooding algonthm for efficient I SA distribution.

When using the wireless interface, we expected up to an order of magnitude reduction in the amount of overhead
generated (when compared 1o the Pornt-to-Mulupoint mode), without a significant decrease in the packet dchvery
ratio performance

73.1.2  Eaperiment equipment and configuration

1 he experiment requires the use of 16 routers and a network emulator. Rather than use 16 physical routers, we
used 16 virtual routers, each hosted on a physical router using the VMware product for virtual machine hosting.
Specifically. four physical machines hosted 16 virtual routing processes, as if these were four physical machines
present for each actual machine. The OSPH contiguration was that of a single subnet (single arca. single
autonomaous system)

The network emulator (Boeng Synthenc Network Environment--SNE-- described in Section 4} provided an
cmutated multihop radio environment based on a preconfigured mobility script. We used a centralized version of
the emulator. supported by 16 Fast Ethernet portson a Lirux-based bridge. The mobility scripts were designed to

- v o et St gt

“/hang. Y and W L1, "An Integrated Fnvitonment for Testing Mobile Ad Hoc Networks.” Proceedings of ACM
MobiHix Conference, 2002, (Available on-line at http “www.wins hrl.comipeople ‘'ygz‘papens ‘mobihoc2h himl)
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suitably stress the routing protocol. Although the routers were connected via Ethernet to the wireless emulator, the
router interfaces were conf'gured as either Point-to-Multipoint or wireless OSPF.

To test the ability of the routers to deliver us.r traffic, each node gencrated a UDP packet and sent it to each other
node 1n the emulation, once per second. Assuming this is a minimal 10 byte packet, this resulted in a rough

maximum of 16*15%40 + 10)*8 = 100 Kb/s of traffic generated. The bandwidth of the emulated wireless channel
was not artificially restncted by the emulator.

Figure 7-3 sllusirates the equipment configuration. In addition to the Linux routers and the emulator. we used an
addnional display to provide visualization of the demonstration

{1

6) Each router runs OSPF
o00

and sends data traffic to
every uther router

Muluple virual machines ) b

hosted on single physical Loy ™ ——

machine (3 virtual machines) Wireless netv.ork emulator
{modified Ethernet bridge) i

-

Figure 7-3 Demonsiration configuration for wireless network emulatar

7313 Demonstration procedures

Prior o the demonstration, we generated 120-second mobility scenarivs for the test configuration. The firt
demonstration consisted of operation in legacy OSPF (Paint-to-Multipoint mode). The OSPF dacmons were first
started on cach router. Neat. the emulation script was executed  Following completioa of the emulation. data was
gathered from cach router, processed. and the results visually displayed.  After finishing of the Pomnt-to Multipownt
configurahon, the OSPF dacmons were restarted in wireless OSPF mode, and the shove demonstration was re-run.

7.3.1.4  Metrics and dats colliection

{ he two metnes that were displaved were routing protocel overhead and packet delivery ratio.

Routing protogol uverhead comts all OSPF packers sent uto the chanael, including 8 breakdown hetween unicast
and mulucast hink layer fiames. The overhead was determined by counnng the total number of bytes and packets
sent durmng the emulation. divided by the number of seconds of emulation. The number of packets sent was counted
on each node using tepdump and shell and Perd scripts Spesifically, dunng the conduct of the demonstration. cach
node performed a tepdump on packets sent on 1ts wireless interface. Upon the end of emulation. the icpdunip
terminated and scripts automatically ran to post-process the packet dumps and extract the desired statistics. These
statistics were queried for from the master emulator, which displayed them i 2 graphical format.

Packet delivery rano was defined as the total number of packets successfully reccived by the routers, divuded by
the number sent. Packets sent into the network were either be delivered successfully, or were dropped due to a lack
of route 1o the destination. or were dropped duc 1o a joss on the link. hach router kept court of the aumber of
packer that st recesved from each of its peers. Atthe end of the emulation, the master emulator queried cach node
for the packet reception counts, and displayed the results in a graphical format.

7315 Demonstration results

As expected. we observed that the overhead performance of wircless OSPF was between that of O SR and OSPE
with Pomnt-to-Multupoint interfaces. In our 16-node demo, we observed roughly 16 Kb's of overhead for OLSR, 55
Khs of overhead for wircless OSPFE. and 92 Kb's for OSPY Point to-Multipoint. The packet delivery was slightly
hapher for wireless OSPF-- also expected  During the actual demonstration. one unexpected result was that the
wireless OSPE overhead was higher than whar we had obsenved the previous day, and highe; than what we had
observed i simulations  After the demenstration, we tracked this discrepancy to a bug in the implementation and
fixed 1t Section -2 above shows the results of our final implementation testing.
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7.3.2  DSCP and wircless routing integration (Sub-demo 2)

This demonstration was designed to show the operational benefit of DSCP-capable dynamic routing. and to show
the mivpration of the DSCP and wireless extensions to OSPF. ,

7.3.2.1  Objective and expected resuits

We expect to show the following results with this demonstration:

s DSCP-based dynamic routing allows for load halancing across satellite links with asymmetric hamigiésh:
1 a manner that allows for dynamic failover o alternate paths should the primary path for a class of wratfic
fail:

DSCP-based routing is interoperable with DSC P-based packet scheduling on congested links: and
DSCP-based routing and wireless OSPF extensions are interoperable.

We wll repeat our demonstration conducted at SPAWAR in May, 2093, with three extensions. The )
Jemonstration in May showed how JCA traffic could he prionty routed over notional Challenge Athena links, and
that fallback paths were 1n place to route (and priority schedule) the JCA traffic aver line-of-sight wireless finks if

the satellite connectivity to a particular ship completely failed. The three extensions to this demonstration are as
follows

(31 we will ilfustrate successful operation of this capabiluty through in-line packet encryptors;

(i1} we will show successful “mixed-mode” operation using AS-external L SAs (a feature that was not
implemented 1 Mayv. 2003}, and

1) we will replace the point-to-point link between ships with an emulated wircless multihop network.

7.3.2.2  Experiment equipment and configuration

We will use the subset of the integrated demonstration configuration {Figure 7-2} shown in Figure 7-4. AsFigure
7.4 silustrates. the demonstration will requure six Boeing routers {additional wireless routers may be added via
virtual machines), two Cisco routers, three encryptors. and six traffic sources and sinks. The links will be composed
of Fthernet segments. two satcliite simulators. six scrial R5449 connections. and & wireless network emulator.
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Figiire 7-4 Demonstranon configuration for “DSCE und Wireless Routing Integration.”

The machines will be configured as follows:

e & & &

Ny ambee M

JCA trafTic sources and sinks. These Linux machmcs will generate long-runming TCP connections
tlowing from the JCA source to the JCA sinks on each ship. The TCP connections will be marked with a
selected DSCP value.

Traffic source and sinks. These | inux machines will generate and consume test traffic with DSCP values
different trom the value used for JCA wraffic.

Network management. This Linux machine will also scrvc asa nclv»ork management workstation with a
graphical depiction of the nctwork topology.

Fncryptor. These Linux machines will perform packet encryption similar to TACL.ANFE encryptors.
Wireless network emulator. This machinc will provide emulation of a multihop radio environment.
Satellite simulator. These machines will provide delay and bandwidth emulation between routers.

Cisco routers. [hesc routers will connect the JCA traffic source to the rest of the network using BGP and
route redistribution inte OSPL.

Linux routers. These routers will be the focus of the demonstration. Each will run an instance of OSPE
routing with DSCP-based and wireless extensions The DSCP extensions will permit the setting of link
metnics cn a per-NDSCP basis. thereby influencing the packet flows for different DSCP classes. The
wircless extensions wilt operate efficiently over the wireless multihop network. In addition. standard Linux
traffic controls will permit prienty queuing techniques on the basis of DSCP.
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7.3.2.3  Demonstration procedures

*

Al of the Linux-based OSPF processes will be configured to operate in “mixed-mode™ operation. which means
that they will be able to compute DSCP-enabled routes despite the presence of non DSCP-capable routers (Cisco) n
the path  The following steps will be taken to set up the demonstration:

{1} configure the packet encryptors for encrypted tunnels (JCA source 1o JCA sinks), and configure the encryptors
to pass the DSCP value through to the tunneled outer IP header:

{1} configure iraffic sources to generate flows with desired DSCP values:

i} configure hak metrics on Linux-based routers to preferentially route emulated JCA traffic over Challenge
Athena hnks. and other traffic over SHF links, with faliback routes via ship-to-ship links;

1) configurce priority queuing on satellitc mnterfaces such that JCA traffic is scrved at higher prionity than other
traffic when the gucue s congested: and

{v} configure the wircless network emulator to provide a multthop wireless eavironment.

The demonstration will first illustrate the correct routing (load balancing) of JCA traffic and other waffic. Next.
the Challenge Athena satellite link will be brought down to ship 1. and JCA traffic will be rerouted to the SHF link
toship | Next, the SHF link to ship 1 will be brought down, forcing the JCA traffic to be rerouted to ship 7, and via
the wircless network to ship 1. The satellite bandwidth o ship 2 at this point will be oversubscribed, with the result
that JOA waffic will receive higher prionty over the congested links. The satellite links will be restored in reverse
order, with the resulting routing recovering to the original sfate

7.3.2.4  Moetrics and data collection

T'he testbed will be istrumented with packet sniffing processes (tcpdump) on key interfaces in the topology.
Using these tools, n combination with a graphical utility for displaying DSCP-based traffic flows on an interface
{shown 1n Figure 7-53, we can display the operation of the protocol in real-time. and will verify the correct routing
by inspection of packet traces

.
Wi . ps
8O3 k5ps time flow

6710 kbps

i
490 kbps {
200 kbps &
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[ |
DSCP number ) 4 8 o B »
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rates (kbps) 218 6 458
L socvo: w | e

Figure 7.5 Visuahzation of traffic flow on a link, based on DSCP value.
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733  Link-16 range extension (Sub-demo 3)

This demonstration is designed to show the operational benefit of multicast DSCP-capable dynamic routing, in the

context of future use by enhanced Command and Control Processors (C2P) used for range extension of Link-16
networks over ADNS.

7.33.1  Objective and expected results

The NBN “Bartletorce Compbsite Networking” program is building a Link-16 range extension capability, to
enahle Link- 16 tracks to be sent to other enhanced Command and Control Processors (C2P} over the ADNS system
Since the prototype C2Ps with 1P interfaces are not yet ready. we wll use surrogate C2Ps (Linux computers with a
multicast applicat:on) for this demonstration.

A key component ot this system will be the use of QoS capabilities in Cisco routers to handle this high prionty
rattic flow. in our demonstration. we wil! show how DSCP-based multicast routing can help to preferentially route
traffic along certain network paths.

7.3.3.2  Experiment equipmnent and configuration

We will use the subset of the integrated demonstration configuration (bigure 7-2) shown m Figure 7-6. As Figure
7-6 illustrates. the demonstration will require six Boeing routers (additional wireless routers may be added via
virtual machines), and four traffic sources and sinks. The links will be composed of Frhemet segments, two satellite
simuiators. aix serial R8449 connections. and a wireless network emulator. The cmulated C2P machines are
connecied 10 ADNS muters at the (notional) Secret fevel.

Key: )
e Boeing router

-------- wireless

i
e Ethernet ' I 4
S [
K--n-u---. serial RS449 . 7 Network management

...'
....
e,
wirtes
. 'o....

o0® network emulator

ADNS Bnlial- - -~~~ -~ ~~-~==vmamm s e §emme oo
ship 1 -7.-'
)
i L | . : .
o ADNS é——x’——!l
«p PRI
3

surrogate ship surrogate surrogate

Figure 2.6 Demonsiration configuration for <[ ink 16 Runge Extension.”

fhe machines will be configured as follows:
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e (2P surrogate. These are Linux machines running video software (video serves as & surrogate for Link-16
tracks). The C2P surrogate on ship 2 will originate multicast video datagrams, marked with a specific
DSCP value. that wiil he delivered to the receivers on ship | and ship 3.

¢ Network management. This Linux machine will also serve as a nctwork management workstation with a
graphical depiction of the network topology.

Wireless nefwork emulator. This machine will provide emulstion of a multihop radio environment.
Sateflite simulator. These machines will provide delay and bandwidth emulation between routers.

Linux routers. These routers will be the focus of the demonsiration. Fach will run an instance of OSPF
routing with [DSCP-based and wireless extensions  The DSCP extensions will permit the setting of hink
mictrics on a per-DSCP basis, thereby influencing the packet flows for different DSCP classes. The
wircless extensions will operate efficiently over the wireless multihop network. In addition. standard Linux
traffic controls will permit prionty queuing techmques on the basis of DSCP.

7.333  Demeonstration procedures

The following steps will be taken to set up the demenstration:
(11 zonfigure the (2P surrogate application to generate flows with the desired DSCP value:

Gi) configure Tink metsics on Linux-based routers to preferentially route emulated C2P uaffic fisst over wircless
inkx, then second over Challenge Athena hinks, while other traffic off ship uses SHF links:

{113 configure the wireless network emdlator to provide a multthop wircless environment.

T'he demonstration will first illustrate the multicast traffic using the muluhop wireless network for video
distnibution  Next, the link from Ship 1 to the rest of the wareless network will be broien. At this point. mulucast
frames will additionally flow over Challenge Athena links to Siup L.

7.3.3.4  Metrics and dats collection

The testbed will be instrumented wath packet sniffing processes {tepdump} on key interfaces in the topelogy. and
DSCP tralfi morstors such as shown ahove in Figure $-3. This demonst ation is more a demenstration of capabiluy
rather than performance metrics so no specific performance metnes will be coliccted for this expeniment.
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7.3.4  Mobile platform (Sub-demo 4)

This demonstration is designed to show the operational goal of mobile platforms being supported by wireless
QOSP} routing.

73.4.1  Objective and expected results

This demonstration will show a mobile router with an associated subnet roaming from one network to another. A
hast on the mobile platform shall communicate with a fixed node in the infrastructure. The router detects when it
enters the new subnet, configures its new IP address (obtained in an authenticated fashion by DHCP). restarts or
reconfigures the OSPF daemon, stants advertising the attached subnet 1n ils new wircless subnet, and data transter
starts flowing again between the host on the mobile platform and the host in the fixed infrastructure. The purpose 1s
© whow wircless OSPF can support transit operation of mobile platforms.

7.3.4.2 . Experiment equipwent and configuration

We w1ll use the subset of the integrated demonstration configuration (Figure 7-2) shown in Figure 7-7. As Figure
7-7 illustrates. the demonstration will require five Boeing routers in the fixed infrastructure. and a number of
physically mobile routers’ One mobile rovter will be hosting a subnet with a Linux traffic source and sink. which
can talk 10 hosts on cach of the notional ships. Other mohile routers will include PDAs and laptops with 802 11b

interfaces. The links will be composed of two R02.11b subnets, Fthernet segments, and a wircless network
emulator.

Key:
e Boeing router

e Ethernet
ssassesves serial RS449
-------- wireless

L 802.11b wireless

wireless
setwork emuistor

i‘rafﬁc sink

M2 11h ‘

Y’@"—E i

Teaflic
mobile platform  source/sink
wireless subnet | wireless subnetr 2

Figure 77 Demonstration configuration for “Mobile Plattorm *

I he machines will be configured as tollows: )
e ‘Iraffic sources and sinks. These are Linux machines runming traffic generation programs such as NR1's
MGEN
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s Wireless network emaulstor. This machine will provide emulation of 2 multihop radic environment.

Sateilite simulator. These machines will provide delay and bandwidth emulation between routers.

s Linux routers. There will be a number of different Linux-based routers in the demonsiration, including
Delf rackmount and desktop servers, laptops. and PDYAs (Compag iPAQ), each running an instance of the
wircless OSPF daemon. In wireless subnet 1, the fined router will also serve as 2 DHCP server, and the
mobile platform will run DHCP client software.

»

7343 Demonstration procedures

To set up the demonstration, we will configure devices on wireless subnets 1 and 2, including 802 [ Ib channels,
1P addressing, and routing protocol daemons, On the mobile plaform, the wireless router will advertise reachabihity
to the 1P subnet hosting the traffic source. The wired/wireless router on subnet | will be configured 1o serve asa
DHOP server

The mohiic platform will ininate 2 lonp-runming data transfer with a traffic sink on ship 2. Nevt_ the mobile
platform will be taken out of range of wireless subnet | {cnther physically out of range or by reconfigurag the
%02 11b channel of operation}, and into range of subnet 2. The router will acquirea new {F address man
authenticated manner. using cryptographic techniques for DHCP found in RFC 3 18} Upon ohtaining new IP
configuration for the new wircless subnet. the router will begim to adveruse reachability of the subnet, and the data
transfer between the raffic source and sink will resume once the routing converges.

7.3.4.4  Metrics and dats collection

The kev meinie for thus demonsiration will be routing convergence time, defined as te time fom which the
mobite router acquires a new [P address 1o the ime at which IP routing is stable enough for the data transfer o
resume. We will estimate this by conducting tepdumps on key miterfaces in the topology, which will tmestamp the
sipnsficant events in thes demonstration

"R Dromsand W Arnaugh, “Authenncation tor DHCP Messages,” Internet Request for Comments (RFECIITIR,
June 2001, available on-line at hip ‘www tetf org o ric {1 R.ax1
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7.3.8  Host joining and authentication (Sub-demo §)

This demonstration is designed to show the operarional goal of mohile hosts heing supportel! by wircless OSPF
routing and authenticated DHCP, and how data traflic can be authenticated and encrypted on an end-to-end basis.

7.3.5.1  Objective snd expected results

This demonstration will show a mobile router with an active TCP connection to a host in the fixed infrastructure,
as it changes subnets, readdresses its interface, and continues to use its TCP connection with the remote: host despite
the readdressing. This demonstration combines the wireless OSPF routing with the Host Identity Protocol (HIP)." a
proposal under consideration at the IFTF as a new approach to host mobility, multihoming. and authentication. The
purpose 1s to show how wireless OSPF can be used in a network context that allows for hests to join networks in an
authenticated marner, with all raffic encrypted.

7351 FExperiment equipment and configuration

This configuration (shown in Figure 5-6) is essentially the same as shown above in Figure 5-5, but with a mobile
host (wircless laptop) used 1n place of 2 mobile platform. As Figure 5-6 illustrates. the demonstration will require
five Boe:ng routers in the fixed infrastructure, and a number of physically mobile routers. One mobile router will
also be a host that talks to a host on one of the ships. Other mobile routers will include PDAs and laptops with
802 11b interfaces. The links will be composed of two 802.11b subnets, Ethernct segments, and a wireless network
emulator '

Key: I
e Boeiag roeter i

Etheraet
(XYY YYYZY T mi.l n““

-------- wireless |
\ Y~ 2.11h wireless
.

.zireless subnet | wireless subnet 2

Figure <y Demanstration configuration for “Host Joining and Authenticanon

*R Moskowitz. P. Nikander, and P Jokela, “Host Identity Protocol.” Intemet-Draft: draft-moskowitz-hip-7.
avatiable on-line at http: - waw 1etf org internet-drafisdraft-moskowtz-hip-07 txt
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7353 Demonstration procedures

To set up the demonstration, we will configure devices on wireless subnets I and 2, including X0271 1 b channels.
IP addressing, and routing protocol daemons. The wired/wirciess router on subnet | will be configured 1o serve as 2
DHCP server.

The mobile host will first initiate & data connection to a host on ship 1 or 2 using the Host Identity Payload (HIP).
Thv= will consist of a HIP protocol handshake, based on public key cryptography, that will establish session keys for
the TCP connection to use IPscc encryption. Next, the mobile host will be taken out of range of wireless subnet |
(exther physically out of range or by reconfiguring the 802.11b channel of operation), and into range of subnet 2.

“'Fhe host will first acquire a new IP address in an suthenticated manner, using cryptographic techniques for DHCP
found s RFC 3118. Upon obtaining new IP configuration for the new wireless subnet. the hast will next signal to
the corresponding host (using HIP Readdress protocol) that it has changed its IP address. The HIF protocol allows
the remete host 1o authenticate the wireless ho 't and confirm that the host is indeed the same host but at a different
address  After this handshake, encrvpted communication between the hosts will resume.

7354 Metrics and dats collection
This demonstration is focused on illustrating the capability of using HIP, in conjunction with wireless OSPE

touting. to perforin secuze host mobility in a tactical eavironment. The correct operation of HIP will be observed by
mspection of data ransfer windows on the faptop and fixed host.
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8 Summary

Our NBN Composite Routing program has delivered modifications to the standard OSPFv2 routing protocol.
After first conducting a simulation trade study of routing protocol alternatives for future NBN networks. we decided
that OSPF modifications would speed the technology transition of mobile ad hoc routing protocols to commercial
products  We have studied under simulation, specified. and implemented extensions to OSPFv2. and have validated
the implementation performance in lab testing and demonstrations. The results of this research program are
promising, and we are working with other groups to attempt to standardizc such protocol extensions.

8.1  Technology transfer directions

We expect that OSPFv2 extensions would be used by a future Navy if they werc made available in commercial
products. such as Cisco routers and ITRS radin/routers. The main focus of our ONR KSA FNC Block 2 program s
to transttion a wireless ir.terface capability to Cisco routers and DSCP-based routing extensions to JTRS radio

software. Additionally. standardization of such extensions would facilitate more vendor acceptance. We plan to
support standardization efforts under the Block 2 program.

8.2 Future work

W anncipate that the following topics will he the subject of future work in this effort, under ONR KSA FNC
Block 2 program:

quantfying projected performance in future expected operational scenarios, including the haudling of
similar quantities and types of internal and external OSPF LSAs found in Naval afloat networks.

o identifying key parameters to study for sensitivity analysis.
o specifying how the extensions could be folded into GSPEV3 for [Pv6.

¢ recommending how the extensions fit into the overal! QoS framework for the Navy, including use of
nctwork management and QoS policy management tools such as Cisco QoS Policy Manager.

«  studving cxtcnsions to PIM or source specific multicast proiusals to enable dynamic policy based routing
based on DSCP or other similar mechanisms:

¢ studving possible extensions 1o or use of OSPF, IS-IS, or EIGRP 1o solve scalability concerns relating to
the cross-connect of different AORs;

¢ combinmng rounng protoce! extensions with MPLS and OSPF waffic engincering extensions; and

fal

consideration of nterworking tssaes for more seamiess joint operations.
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